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ABSTRACT: Despite the simplicity of the molecule, the site of single
deprotonation of p-hydroxybenzoic acid upon electrospray ionization (ESI) has
recently formed a subject of debate in this journal. By means of NMR experiments
in solution and gas-phase studies employing ion-mobility mass spectrometry (IM-
MS), the apparent controversy is resolved. It is shown that irrespective of the
solvent the carboxylate tautomer is preferred in solution, while the opposite holds
true for isolated ions in the gas phase. The tautomer distribution sampled in the gas
phase very much depends on the actual solvent used in ESI, the pH value, as well as
the total concentration. Moreover, the occurrence of gas-phase reactions in the
course of the ESI process influences the tautomer ratio. Implications for
correlations between ESI mass spectra and solution-phase chemistry are discussed.

1. INTRODUCTION
Ambient ionization methods are becoming not only more and
more successful in a variety of analytical applications but are
often assumed to allow a sampling of solution-phase properties
by mass spectrometric means.1 In this respect, two recent
communications in this journal2−4 challenged the state of
knowledge for the seemingly trivial case of the deprotonation of
p-hydroxybenzoic acid (1). The specific question in this respect
is whether single deprotonation of 1 leads to the carboxylate
ion C− or the phenoxide ion P− (Scheme 1). In this context, it

is important to note that deprotonation of 1 represents one of
the cases in which the relative stabilities of the monoanionic
tautomers differ between the isolated anions in the gas phase
and the solvated species in the bulk.5−7 A simple rationale for
the reversal of stabilities is that in the free phenoxide the charge
is largely delocalized, thereby stabilizing this tautomer
compared to the carboxylate having a high charge density. In
turn, the latter experiences larger solvation energy in solution,
which overcompensates the stability difference of the free ions
and thus renders C− more stable in the liquid phase.
In the previous communications on this subject, several

important observations were made. First, Tian and Kass (TK)2a

reported a pronounced effect of the solvent used in electrospray
ionization mass spectrometry (ESI-MS) on the distribution of
the tautomers observed in the gas phase. According to their

results, the ion formed from acetonitrile solution easily
undergoes decarboxylation upon collision-induced dissociation
(CID) and exchanges one proton for deuterium in the presence
of trifluoroethanol, whereas the tautomer formed from
methanol/water neither looses CO2 nor undergoes H/D
exchange. Upon the basis of these observations, TK assigned
the ion generated from aprotic acetonitrile to the carboxylate
C−, whereas they argued that the use of protic solvents such as
methanol/water permits tautomerization to the more stable
gas-phase tautomer P− in the course of the ESI process. While
subsequently Steill and Oomens (SO)3 fully confirmed the
decisive effect of the solvent on the tautomers observed in the
gas phase, their spectroscopic investigations of the gaseous ions
found characteristic νCOOH and νCOH modes for the ion made
from acetonitrile but symmetric and asymmetric νCOO− modes
for the ions generated from protic solvents. Accordingly, SO
came to the opposite structural assignment, i.e., generation of
P− from aprotic and C− from protic solvents. Moreover, TK
and SO differ in the conclusions with respect to the correlation
between ESI mass spectra and the situation in solution. TK
argued that the carboxylate prevails in solution, whose structure
is preserved when using aprotic solvents, whereas protic
solvents permit protonation/deprotonation sequences to the
more stable gas-phase ion P−. Thus, the solution structure is
not maintained upon transfer to the gas phase. In contrast, SO
argued that due to differential solvation effects the phenoxide
tautomer already prevails in aprotic solvents, while C− is
preferred in protic media. In consequence, these authors
concluded that ESI-MS directly reflects the solution-phase
structures.
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Scheme 1. Single Deprotonation of 1 To Afford Either the
Carboxylate C− or the Phenoxide P−
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Such a situation is both scientifically unsatisfactory and a
challenge. The key questions can be summarized as follows.
Which of the tautomers is preferred in protic and aprotic
solvents? How to provide an unambiguous assignment of the
ion structures which is consistent with the previous
experimental reports? What is the influence of the ESI process
on the distribution of the tautomers sampled in the gas phase?
To answer these questions, we apply a combination of NMR
measurements in the condensed phase and ion-mobility mass
spectrometry (IM-MS)8 of the gaseous anions in conjunction
with a simple methylation strategy for structural assignment
and complementary computational studies.

2. METHODS
Nuclear magnetic resonance (NMR) spectra of the title compounds in
the condensed phase were recorded with a Bruker AVANCE II 600
MHz spectrometer (1H at 600.13 MHz and 13C at 150.9 MHz
frequency) equipped with a triple-resonance 5 mm cryoprobe.
Structural assignment of the carbon signals was confirmed by 2D-
H,C-HSQC and 2D-H,C-HMBC spectra.
Mass spectrometric experiments were performed with a SYNAPT

G2 (Waters) ion-mobility mass spectrometer.8a,9 In brief, the
instrument has an ESI source from which the ions are transferred to
the vacuum manifold using a traveling waveguide. Then, the ions of
interest are mass selected using a quadrupole analyzer (Q). In the ion-
mobility mode, the mass-selected ions are collected in a linear ion trap
(Trap) filled with argon, from which they are admitted as a single
pulse via a helium cooling cell to the ion-mobility section (IMS), in
which nitrogen is present at a pressure of approximately 2 mbar. After
extraction from the drift tube, the ions pass a transfer cell (Trans) and
enter a reflectron time-of-flight (TOF) mass spectrometer, which
continuously records mass spectra with a mass resolution (m/Δm) of
ca. 25 000. In the ion-mobility experiments described below, the ions
of interest were mass selected using Q at unit mass resolution, and the
arrival-time distributions were recorded in time steps of about 0.07 ms,
required for recording and processing TOF spectra from m/z 100 to
2000. It is important to note that the absolute values of the arrival
times in the SYNAPT G2 very much depend on the adjustments of the
pressures and the voltage settings. Any comparison can therefore only
be made relative to each other under identical settings.10 For a given
set of gas-flow rates and voltages, however, the arrival times are quite
well reproducible and do not show day-to-day variations or similar
imponderable effects.
Ion formation in ESI is generally sensitive to the ionization

conditions, where the voltage settings in the source region have
pronounced effects;1b in the SYNAPT, the decisive parameter is the
cone voltage (Uc), which is applied at the transfer of the ions from
atmospheric pressure to the vacuum system. At larger cone voltages,
the ions undergo multiple collisions with the nebulizing nitrogen gas
(1 bar), which increase their internal energy and may thus induce
fragmentation or even atomization;11 in the case of anions, also
electron detachment can occur which leads to an apparent loss of
signal without any fragment ions appearing. Anions of interest were
generated by ESI of dilute solutions of the acid 1 in various solvents
and concentrations with or without additives as specified further
below. Solutions were infused at flow rates of 5−20 μL min−1; the
desolvation temperature was 200 °C, and the ESI source was kept at
80 °C.12

Calculations were performed using the density functional theory
method B3LYP13−16 together with the 6-311++G(2d,p) basis set as
implemented in the Gaussian 09 package.17 All reported structures
represent genuine minima or transition structures on the potential-
energy surfaces as confirmed by analysis of the corresponding Hessian
matrices. All minima were further reoptimized using the polarized
continuum model to approximate solvation effects,18 and frequency
calculations were again performed in order to control the identity of
the stationary points as well as to obtain thermochemical corrections
for energies at 0 K and Gibbs energies at 298 K. All optimized

structures and their energies are listed in Table S1, Supporting
Information.

3. RESULTS AND DISCUSSION
From the problem outlined in the Introduction evolve three
obvious tasks: (i) Determination of the deprotonation site of 1
in solution, particularly with respect to protic and aprotic
solvents; (ii) assignment of the structures of the deprotonated
ions in the gas phase and their fragmentations; (iii) providing a
comprehensive explanation of the previous and present findings
with particular attention to the question if ESI-MS probes
condensed-phase or gas-phase properties.

NMR Studies of 1 and Its Anions in Different Solvents.
Steill and Oomens3 argued that the different tautomers probed
evolving upon ESI-MS are due to a switch of the deprotonation
site of 1 in protic and aprotic solvents. On the basis of analogies
with acidity series in solution, Kass and co-workers later
discarded the argument.2b Likewise, our theoretical studies (see
below) imply predominance of the carboxylate tautomer C− in
both water and acetonitrile solution. Nevertheless, the analogies
are indirect and the computational studies in solution could be
biased by the solvation model used as well as effects of explicit
solvent molecules. Therefore, one of our key aims is to achieve
an unambiguous assignment of the singly deprotonated form of
1 in solution to either of the tautomers C− and P−. Figure 1
shows the results of a titration of 1 with NaOD in D2O as
followed by the shifts of the aromatic protons in 1H NMR (for
corresponding 13C data see the Supporting Information).

The chemical shift of the H(2),H(6) protons with δ = 7.92
ppm at pH = 2 shows two steps of deprotonation with
inflection points at ca. pH 4.5 and 10.5, respectively, which
agree favorably with the more precise first and second pKa
values of 1 available in the literature.19 Thus, single and double
deprotonation is obvious, but the central question is the
assignment to an actual structure, i.e., C− versus P−. Specifically,
we should not use any assumptions and instead search for a
first-principle proof of the deprotonation site. To this end, we
simply considered the monomethylated compounds HO−
C6H4−COOCH3 (2) and H3CO−C6H4−COOH (3), respec-
tively, in which one of the acidic protons is selectively removed

Figure 1. 1H NMR chemical shifts of the aromatic protons for a
solution of 1 in D2O at different pH values; adjustment of the pH was
achieved by addition of NaOD (● = C(2),C(6) protons; ○ =
C(3),C(5) protons).
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by derivatization. Consequently, deprotonation of 2 only can
afford the corresponding phenoxide labeled as PMe

−, and 3 can
only yield the carboxylate CMe

−. Results of the corresponding
series of 1H and 13C NMR experiments in different solvents
and at variable pH are summarized in Figure 2.
Analysis of the data is made somewhat more complicated by

the significantly different chemical shifts in D2O and CD3CN.
For interpretation, let us therefore focus on the quarternary
aromatic carbon atoms C(1) and C(4) which are least affected
by solvation and their chemical shifts are indeed almost
identical in D2O and CD3CN, respectively. As highlighted by
the chemical shift differences (Δδ) given in Figure 2, the first
deprotonation of 1 in D2O shifts C(1) by Δδ = 7 ppm and
C(4) by Δδ = −2 ppm. Within experimental error, identical
shift differences are observed for deprotonation of 3 to afford
the carboxylate CMe

−, whereas the phenoxide PMe
− formed

from 2 shows opposite shifts of Δδ = −7 ppm for C(1) and Δδ
= 13 ppm for C(4). The differential chemical shifts of the
quarternary carbons are almost perfectly additive in that for the
dianion formed from 1 at pH 13 the positive and negative
differences cancel for C(1) and add up for C(4). From these
observations we can safely conclude that deprotonation of 1 in
protic solvents leads to the carboxylate tautomer, which was
obvious from the beginning but still needed to be established
firmly. With this information in hand, the differential shifts of
Δδ = 7 ppm for C(1) and Δδ = −1 ppm for C(4) observed
upon addition of triethylamine as a base to a solution of 1 in
CD3CN clearly demonstrate the predominance of tautomer C−

also in aprotic solvents, as suggested by TK.2 The speculation
of SO that tautomer P− might indeed be preferred in aprotic
solvents therefore is to be denied.3

IM-MS Measurements of Deprotonated p-Hydroxy-
benzoic Acid. The first task was to probe whether or not
tautomers C− and P− have different arrival times (ta) in IM-MS
and, if so, to unambiguously assign the possibly separated
features in IM-MS to a certain structure. Already a first test with
a ca. 10−3 M solution of the free acid 1 in water demonstrated

that IM-MS is well capable to separate both isomers without
the need of variation of the buffer gas in the ion-mobility unit
or any other more sophisticated efforts (Figure 3).20 Hence,

under standard conditions of the SYNAPT instrument (ca. 2
mbar N2, arrival times adjusted to several milliseconds),
tautomers C− and P− (both m/z 137) can be distinguished,
thereby providing the basis for a comprehensive investigation of
the title problem. Specifically, two components are observed at
arrival times of ta,early = (7.30 ± 0.04) ms and ta,late = (8.13 ±
0.04) ms (Δta = 0.83 ± 0.06 ms); for the limited significance of
the absolute values of ta, see the discussion in the experimental
details.
The results shown in Figure 3 further fully support the

previous observations that the relative populations of the two
tautomers sampled in the gas phase are crucially influenced by
the solvent used in ESI-MS. Further, Figure 3 includes the
arrival-time distribution for the ion with m/z 137 obtained

Figure 2. Chemical shifts (1H in red and 13C in blue; the latter rounded to full ppm) of the atoms of the aromatic rings in compounds 1−3 at
different pH values and different solvents. In D2O solutions, NaOD was used as a base to adjust the pH, whereas the alkali carboxylates precipitate in
CD3CN and instead Et3N was used as a base. Green values (in boxes) indicate the differential chemical shifts of the quarternary carbon atoms C(1)
and C(4). Numbering of the carbon atoms is defined in the right bottom.

Figure 3. Arrival-time distributions of the mass-selected anion with m/
z 137 generated upon ESI of a ca. 10−3 M solution of 1 in acetonitrile
(green) and water with a trace of NH3 (blue). Top trace (pink) shows
the same ion generated upon dissociation of the mass-selected proton-
bound dimer (m/z 275) prior to injection into the ion-mobility unit;
for all solvents used, only the early component was obtained from the
proton-bound dimer.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja3060589 | J. Am. Chem. Soc. 2012, 134, 15897−1590515899



upon mass selection of the proton-bound dimer [12-H]
− (m/z

275) followed by its dissociation upon injection into the ion-
mobility section (pink trace on top). Interestingly, this
experiment exclusively leads to the early component, which
can be explained by reference to Cooks’ kinetic method21 as
detailed further below.
For the structural assignment of the early and late

components in the IM-MS experiments, we applied the same
monomethylation strategy as in the NMR studies. Thus,
deprotonation of the methylester 2 leads to an ion with m/z
151 having an arrival time of ta([2-H]

−) = 8.47 ms, whereas
under identical conditions the m/z 151 anion formed from 3
shows ta([3-H]

−) = 9.21 ms; thus, Δta = 0.74 ms. Because
deprotonation of 2 can only yield a phenoxide and that of p-
methoxybenzoic acid (3) only a carboxylate, in the case of the
two [1-H]− ions the early component is accordingly assigned to
the phenoxide ion P− and the late component to the
carboxylate tautomer C−.
In this context, a more general comment on IM-MS appears

indicated. Nowadays, many scientists promote IM-MS as a size-
selective analysis of gaseous ions which can sensitively
distinguish between isomers of different shapes (e.g., con-
formers) relying on the key assumption that ion mobilities are
primarily determined by the respective hard-sphere collision
cross sections.22 The pairs P−/C− and PMe

−/CMe
− clearly

demonstrate that size is not the only decisive parameter in IM-
MS, because the size of the anions is not affected by the site of
the molecule to which the proton or a methyl group is
connected. As demonstrated in seminal papers of Bowers and
co-workers about ion chromatography,23 another key factor
determining ion mobility is the strength of interaction of the
ionic species with the neutral bath gas. Instead, it appears that
the nitrogen gas acting as moderator in IM-MS is actively
engaged in interactions with the isomeric anions. In this
respect, consideration of the computed charge distributions can
indeed account for the difference in that the negative charge is
largely delocalized in the phenoxide P−, whereas it is mostly
localized at the carboxy group in the case of the carboxylate C−

(Scheme 2). Hence, ion/(induced)dipole interactions will be
much more pronounced for tautomer C−, thereby accounting
for the enlarged arrival time relative to P−.

After this initial assay, let us address the effects of different
solvents as well as additives on the ratio of the tautomers in the
gas phase as sampled by IM-MS. The data in Table 1
demonstrate that the solvent composition has a decisive effect
on the relative fractions of tautomers P− and C−. In pure
acetonitrile (entry 1), the phenoxide ion P− is observed almost
exclusively, while the fraction of the carboxylate ion C−

increases upon addition of triethylamine as a base (entries 1
and 2). The ratios of the tautomers observed from methanol/

water strongly depend on the absolute concentration of the
analyte with tautomer C− being increasingly favored at larger
dilutions (entries 3−5). Pure water as a solvent even further
increases the fraction of ion C− (entry 6) as does addition of
ammonia as a base (entry 8). In order to test the possibility of
gas-phase reactions occurring in the source region, we also
admitted an additional flow of pure water to the source region
via the lock-spray device of the instrument. Direct mixing of the
droplets from both sprayers is prevented by a mechanical
deflector, such that the additional water flow (10 times larger
than that of the analyte solution) primarily leads to an increased
vapor pressure of water in the source region. Compared to the
respective entries 6 and 8 serving as references, the experiments
with additional water being present lead to a significant increase
of the population of P− (entries 7 and 9), lending strong
support to the argument of TK that protic solvents can mediate
proton transfer in the gas phase going from the less stable gas-
phase ion C− to the more stable tautomer P−.2 In general,
however, the trends regarding the populations of tautomers P−

and C− observed in the gas phase depending on the ESI
solvents are in good agreement with the assignments made by
SO.3

In addition, the ionization conditions in the ESI source have
some effects on the ratio of the tautomers, which are more
subtle however and hence only reported briefly. Upon
harshening of the ionization conditions by raising the cone
voltage Uc, the fraction of C− slightly increases in methanol/
water while it decreases for acetonitrile as a solvent. Lowering
the temperatures in the ESI source as well as higher flow rates
of the sample lead to gradual increases of fraction C−. These
observations can be rationalized by assuming that the
tautomerization of C− into the more stable gas-phase isomer
P− is associated with a barrier when mediated by protic solvent
molecules in the gas phase of the source region. In turn, the
decrease of fraction of C− at larger cone voltages in the case of
acetonitrile can be attributed to dissociation of the proton-
bound dimer, which only affords tautomer P− (see upper trace
in Figure 3).

Scheme 2. Computed Charge Distributions and Dipole
Moments24 of the Phenoxide Ion P− (left) and Carboxylate
C− (right)

Table 1. Fractions of Tautomers P− and C− As Derived from
the Arrival-Time Distributions of the Mass-Selected Anion
with m/z 137 Generated upon ESI with Variable Solvents
and Analyte Concentrationsa

entry solvent c(1)/Mb P− C−

1 CH3CN 10−3 100 2
2 CH3CN + Et3N

c 10−3 100 15
3 CH3OH/H2O (1:1) 10−3 100 10
4 CH3OH/H2O (1:1) 10−5 100 45
5 CH3OH/H2O (1:1) 10−7 100 90
6 H2O 10−5 90 100
7 H2O/H2O (lock)d 10−5 100 35
8 H2O + NH3

c 10−5 40 100
9 H2O + NH3

c/H2O (lock)d 10−5 85 100
aRatios reported in the table were all obtained under soft ionization
conditions (Uc = 10 V) at a flow rate of 5 μL min−1 and default
temperatures of 200 (desolvation) and 80 °C (source); for the
influence of the ionization conditions, see text. bApproximate
concentration of 1 in the sample solution; for more accurate
concentration dependence, see below. cApproximate concentration
10−2 M. dNotation “H2O (lock)” stands for an additional feed of pure
water (50 μL min−1) to the ESI source via the lock-spray device of the
SYNAPT G2; the lock spray capillary was grounded in these
experiments.
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One particular aspect of Table 1 is the pronounced effect of
the analyte concentration on the ratio of fractions of P− and
C−. Figure 4 shows the results for a concentration series in

methanol/water with a constant amount of ammonia (c(NH3)
= 6 × 10−4 M).25 In the most dilute solutions, the peak with the
early arrival time, i.e., the phenoxide, prevails largely, whereas
the fraction of the late peak, i.e., the carboxylate, increases at
higher concentrations, and a ca. 1:1 ratio is reached at c(1) =
10−3 M. This trend can be attributed to increasingly larger
amounts of the carboxylate C− present in solution, while the
gas-phase isomerization to form P− remains constant. For the
10−2 M solution, the fraction of C− slightly decreases again,
which can attributed to the concentrations used in this
particular concentration series, because for c(1) = 10−2 M the
concentration of the acid significantly exceeds that of the base
(c(NH3) = 6 × 10−4 M), such that the free acid and the proton-
bound dimers contribute to ion formation.26

Having achieved deeper insight into formation of tautomers
P− and C− upon ESI, let us now return to the additional
arguments raised by TK and SO, respectively.2,3 The former
authors used the observed decarboxylation as a key argument
for structural assignment of the two tautomers in assuming that
loss of CO2 occurs from the free carboxylate. The configuration
of the SYNAPT G2 instrument permits one to perform a
collision-induced dissociation (CID) experiment after separa-
tion of the components via their differential mobilities. Figure 5
shows the results of such CID experiments for the two
tautomers, which apparently both undergo loss of CO2, while
under identical conditions decarboxylation is more facile for P−.
Thus, TK as well as SO are correct in their arguments in that
decarboxylation is more facile for the ion made from
acetonitrile solution and that both ions undergo identical
fragmentations.2,3

From the qualitative consideration in Figure 5, we can go one
step further by analyzing the energy dependence of
decarboxylation upon CID,27 which shows that loss of CO2
from C− has a higher apparent threshold than decarboxylation
of P− (Figure 6). Depending on the activation energy in CID, it

is thus possible to realize a situation with almost exclusive
fragmentation of P−, as reported by TK,2 or to obtain similar
CID patterns for both tautomers, as argued SO.3 Interestingly,
the total fraction of tautomer C− shows a drastic decrease at
elevated collision energies (green line in Figure 6). Mere
fragmentation cannot account for this effect because the
decarboxylation product is included in the integrated
abundance of the late component.28 Likewise, a collision-
induced tautomerization would not explain the experimental
results because the CID occurs after the mobility separation
and any P− formed eventually would thus still appear at the
arrival time of C−. Instead, we propose the occurrence of
electron detachment from the HO−C6H4

− anion formed upon
decarboxylation of C− (see below).
The second argument on which TK based the structural

assignment of the tautomers was the observation of a single H/
D exchange with the ion generated from acetonitrile solution,
whereas the tautomer generated from protic solvents did not
undergo exchange.2 In order to test this aspect using IM-MS,
we used a solution of 1 in pure D2O, mass selected the
monodeuterated ion with m/z 138, and followed its exchange
in the ion-mobility section by monitoring the unlabeled ion
with m/z 137.29 The results shown in Figure 7 clearly
demonstrate that the earlier component and hence the
phenoxide ion preferentially undergo H/D exchange, which is
fully consistent with the experimental finding of TK that H/D

Figure 4. Arrival-time distributions of the mass-selected anion with m/
z 137 generated upon ESI of different concentrations of 1 dissolved in
methanol/water (1:1) containing 6 × 10−4 M NH3.

Figure 5. Transfer CID spectra of the arrival-time and mass-selected anions with m/z 137 generated upon ESI of a 1.2 × 10−5 M solution of 1 in
methanol/water (1:1) containing 6 × 10−4 M NH3: (a) early component tautomers P

− and (b) late component tautomer C−. These spectra were
taken at Utf = 15 V (see Figure 6).

Figure 6. Fragment appearance curves (loss of CO2) upon CID of the
arrival-time and mass-selected tautomers P− (blue) and C− (red), both
m/z 137, generated upon ESI of a 1.2 × 10−5 M solution of 1 in
methanol/water (1:1) containing 6 × 10−4 M NH3 as a function of the
collision voltage (Utf in V) applied. Green line shows the integrated
fraction of the ion with the late arrival time (i.e., tautomer C− and its
fragments) during these experiments.28.
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exchange occurs for the ion made from acetonitrile solution but
disagrees with regard to the assignment in that P− rather than
C− is prone to H/D exchange.2

Relevant Theoretical Findings. As a complement to the
above-mentioned experimental work, we performed computa-
tional studies of the title system using density functional theory.
For the gaseous ions, the calculations reproduce the expected
larger stability of the phenoxide tautomer P−. Upon including
solvation effects, the relative stabilities invert, however, both in
water as well as in acetonitrile (Table 2).

The theoretical results are thus perfectly consistent with the
literature data and the experimental findings in this work both
in the gas phase and in solution. Further, the calculations
explain the depletion of the fraction of C− relative to P− in the
collision experiments described in Figure 6. Thus, the electron
affinity of HO−C6H4

• is computed as only 1.13 eV, compared
to 2.21 eV for the phenoxy radical; for comparison, the
experimental value for the electron affinity of the phenoxy
radical is 2.25 eV.30 Hence, electron detachment from HO−
C6H4

− is likely to occur at elevated collision energies; because

free electrons escape from detection in the experimental setup,
the monitored integrated fraction of C− vanishes at higher
collision energies.
Further, the calculations provide additional insight concern-

ing the incorrect assignment of the decarboxylation as a
characteristic fragmentation of the carboxylate isomer.2

According to the DFT results, loss of CO2 from C− is a
continuously endothermic process with an overall energy
demand of 224 kJ mol−1 in the gas phase to afford the p-
hydroxyphenyl anion HO−C6H4

−. However, also the intact
carboxylic acid group in tautomeric P− can undergo
decarboxylation via a four-membered transition structure
(Scheme 3) which directly affords the parent phenoxide

C6H5O
−. The corresponding energy barrier (Erel = 176 kJ

mol−1) lies well below the exit channel to HO−C6H4
− + CO2,

and the resulting phenoxide anion is largely energetically
preferred over the C-deprotonated anion HO−C6H4

− (ΔE =
223 kJ mol−1). In this specific case, the occurrence of preferred
decarboxylation from the gaseous ions is thus not an indication
of the carboxylate structure but results from the different
thermochemical demands of the final fragments.
Further, the structures of the proton-bound dimers were

addressed computationally. The most stable of the gaseous
dimers arises from a hydrogen bridge between a phenoxide ion
P− and the phenolic hydroxo group of free 1, which is hence
denoted as [PHP]− in Scheme 4. The mixed dimer [PHC]− is
21 kJ mol−1 higher in energy, which means that the energy
difference between the free anions P− and C− (34 kJ mol−1) is
reduced by hydrogen bonding, but the stability order is still far
from being reverse as is the case in solution. The corresponding
carboxylate dimer [CHC]− is accordingly still higher in energy
(Scheme 4). Similar to the monomers, solvation by either
methanol or acetonitrile largely stabilizes the carboxylate
anions. Hence, the most stable proton-bound dimer in solution
has a proton bridge between two carboxylate groups
([CHC]−). However, the dimer formed by bridging phenoxide
and carboxylate [PHC]− lies only 2 kJ mol−1 higher in energy
in water and only 1 kJ mol−1 higher in energy in acetonitrile.
Compared to [CHC]−, the [PHP]− isomer is 8 kJ mol−1 higher
in energy in water and 6 kJ mol−1 higher in energy in
acetonitrile. Given the small energy differences, a mixture of all
isomers is in fact most likely to be sampled upon electrospray
ionization.
If we consider the fragmentation of the proton-bound dimers

when transferred to the gas phase in the framework of Cooks’
kinetic method,21 the energies required (ΔG298,gp) for
formation of P− from [PHP]− and [PHC]− are 117 and 95
kJ mol−1, respectively, and those for formation of C− from
[PHC]− and [CHC]− are 129 and 102 kJ mol−1 (Table 3).
Clearly, formation of the phenoxide anion is largely energeti-

Figure 7. Arrival-time distributions of the mass-selected anion with m/
z 138 generated upon ESI of ca. 10−5 M 1 in D2O (red) and of the ca.
two orders less abundant product of H/D exchange with protons
present in the background m/z 137 (blue). Obviously, the earlier
component, tautomer P−, exchanges much more efficiently than the
late component, tautomer C−. The tailing observed is in fact typical for
reactive collisions in IM-MS and can be ascribed to formation of
transient adducts during passage through the ion-mobility unit which
have a larger m/z ratio and hence larger ta.

9b

Table 2. Relative B3LYP/6-311++G(2d,p) Energies (in kJ
mol−1) of the Deprotonated Forms C− and P− in the Gas
Phase and Solution, Respectively, As Well As the Energetics
of Decarboxylation in the Gas Phase

gas phase solutiona

none H2O H2O
b CH3CN

solvent ΔΔH0 ΔΔG298 ΔΔG298 ΔΔG298 ΔΔG298

HO−C6H4−COO− (C−) 34 33 −11 −10 −9
HO−C6H4

− + CO2 258 215
HO−C6H4

• + e− + CO2
c 334 290

−O−C6H4−COOH (P−) 0 0 0 0 0

TSd 176 175
C6H5O

− + CO2 35 −6
C6H5O

• + e− + CO2
e 249 206

aSolvation in the given media is approximated by the polarized
continuum model (PCM). bEnergetics with one explicit water
molecule included in geometry optimization. cElectron detachment
from the hydroxylphenyl anion formed via decarboxylation of C−.
dTransition structure (TS) for the decarboxylation of the COOH
group in P−, see Scheme 3. eElectron detachment from the phenoxide
ion formed via decarboxylation of P−.

Scheme 3. Transition Structure for Direct Decarboxylation
of the COOH Group in P− To Afford C6H5O

− + CO2
a

aNote the Cs symmetry with a perpendicular arrangement of the π
systems of the benzene ring and carboxy substituent, respectively.
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cally preferred, and fragmentation of [PHC]− will hence almost
exclusively lead to anion P−. The final ratio between tautomers
P− and C− formed by fragmentation of the proton-bound
dimers during electrospray ionization will thus be influenced by
the equilibrium of the dimers in solution and their dissociation
in the gas phase. With respect to the role of the solvent, the
stabilities of the proton-bound dimers do not differ largely
between water and acetonitrile, although they are slightly larger
for the former, as expected. Further, the association constants
derived from the computed ΔG298,sol values are about Ka = 1,
such that the concentrations of proton-bound dimers in the
submolar samples used in the experiments are expected to be
low.
Implications for Correlations between ESI-MS Meas-

urements and Solution-Phase Properties. Finally, let us
return to the debate in the literature whether or not ESI-MS
samples solution-phase structures.2,3 From the results reported
above, the first direct answer is “No” in that tautomer C−

prevails in solution irrespective of the solvent, whereas the ESI-
MS measurements give either P− or C−. Nevertheless, the
obvious dependence of the outcome concerning the gaseous
ions from the solvent used in electrospray suggests that there
exists some relation with the situation in solution for which the
answer is thus “Yes, in part”. In this respect, let us consider the
situation in acetonitrile in more detail. Obviously, the best
solvation partner for a polar protic compound like 1 in an
aprotic solvent is the compound itself,31,32 and this effect is
even expected to be more pronounced for ionic species.
Moreover, the sample solutions experience an increase of
concentration of the analyte in the electrospray process when
the solvent evaporates from the droplets, making formation of
dimers even more likely.1,33 As outlined above, from the
proton-bound dimer formation of gaseous P− is highly

preferred, thereby explaining the prevalence of this tautomer
from acetonitrile solution (Figure 3). In water, we might
instead expect less dimers and a higher degree of heterolysis,
hence increasing the population of tautomer C−. The latter is
even more preferred upon addition of base as demonstrated by
the IM-MS experiments (Table 1). Additional complications
evolve from the other relevant effects uncovered by the present
measurements, such as the pH of the solution, the total
concentration, as well as the obviously interfering tautomeriza-
tion in a gas-phase process during the spray event. Further
noteworthy in the present context is the proposal of Colussi
and co-workers that ESI is in fact a surface-sensitive method in
that not the bulk of the droplets but only the species present at
the droplet surface are sampled in the evolving ions.34 Hence,
one may argue that the tautomers experience different degrees
of enrichment/depletion on the droplet surfaces relative to the
composition of the bulk. In the specific case of deprotonated p-
hydroxybenzoic acid, involvement of such surface phenomena
is unlikely to explain the changes in the populations of the two
tautomers, however, because in any case the charged unit is
expected to be embedded into the solvent rather than sticking
out of the droplet surface.35,36 In summary, we are far from
understanding all details of the ESI process, but for the title
compound the experimental and theoretical findings clearly
establish the most favored deprotonation sites in the gas phase
as well as solution, and the effects of varied parameters in
solution on the composition of the gaseous ions demonstrate
the principal existence of correlations between gas-phase
measurements and solution chemistry.

4. CONCLUSIONS

Ion-mobility mass spectrometry (IM-MS) not only is a
complementary tool in the analysis of biomolecules but is
also very useful for structural studies of small molecules.
Compared to other mass spectrometric techniques, such as
CID, H/D exchange, or ion spectroscopy,2,3,37 a major
advantage of IM-MS is the direct quantitative sampling of the
isomeric ions, once separation via differential mobilities can be
achieved, whereas deconvolution of composite features in the
more conventional mass spectrometric techniques is much
more cumbersome. Thus, by means of IM-MS, in the present
work we resolve a previous controversy about the assignment of
the tautomeric gaseous anions formed upon single deprotona-
tion of p-hydroxybenzoic acid. Complementary NMR experi-
ments in solution demonstrate that in protic as well as aprotic
solvents the carboxylate tautomer is favored, whereas experi-

Scheme 4. Computed Structures and Relative Energies (in kJ mol−1) of the Possible Proton-Bound Dimers of the Tautomeric
anions P− and C−, Respectively, With the Free Acid 1

Table 3. Relative B3LYP/6-311++G(2d,p) Energies (in kJ
mol−1) for Dissociation of the Proton-Bound Dimers
[PHP]−, [PHC]−, and [CHC]− in the Gas Phase and
Solution, Respectively

ΔΔH0,gp ΔΔG298,gp ΔΔG298,sol ΔΔG298,sol

solvent none none H2O CH3CN

ionic fragment P− C− P− C− P− C− P− C−

[PHP]− 117 a 75 a 9 a 10 a
[PHC]− 95 129 53 86 14 3 14 5
[CHC]− a 102 a 59 a 5 a 6

aNot defined.
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ment and theory show that in the gas phase the phenoxide form
is preferred energetically. To some extent, both tautomers can
equilibrate in the course of the ESI process and the population
of the tautomers is affected by both the concentration of the
analyte in solution and the solution pH, leading to a rather
complex picture for the spray process. Notwithstanding, rather
clear conclusions can be drawn with respect to the title
question in that ESI-MS does not sample the solution
structures but to a considerable extent does reflect the situation
in solution, though not in a simple 1:1 fashion.
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L.; Pepe, C.; Schröder, D. J. Mass Spectrom. 2010, 45, 1253−1260.
(c) Severa, L.; Jiraśek, M.; Švec, P.; Teply,́ F.; Rev́eśz, Á.; Schröder, D.;
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